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Gender Recognition

• Identify if an individual is male or female

• Applications: biometric authentication, human-
computer interaction, targeted marketing

FERET [13]



Motivating Application

• Targeted Marketing context
• Digital billboard – typically passive

• Scan the faces of the audience
• Active“smart” billboard
• Serve ads targeted to current audience
• More efficient advertising spend
• Aim for at least ten identifications per second

Silicon View
Marek Poray



Related Works

Gender Recognition
• Ng et al [5] survey shows 95% accuracy
• 99.8% in controlled environments [6]

Embedded Gender Recognition
• Azarmehr et al [8] uses SVM approach 

• Snapdragon 600 SoC
• 95% accuracy at 15-20 fps

• General gap in literature for HW/SW Co-design
• Fewer embedded ANN/CNN implementations



Related Works

SVM vs ANN
• SVM: Good accuracy and modelling flexibility
• ANN: Multiple outputs, multiple inputs
• ANN: Fixed hardware implementations

• Avoid unused capacity, dynamic reconfiguration

• Use of hardware/software co-design

FPGA 
(Field Programmable 

Gate Array)

GPP e.g. ARM

(General Purpose 

Processor)

Higher throughput and time-predictable than software alone
Lower energy and power consumption than software alone
Better usability and design cycle time than hardware alone



Convolutional Neural Network

• Tivive and Bouzerdoum [1] developed the 
Shunting Inhibitory Convolutional Neural Network

• 97.2% male/female accuracy on FERET database



Convolutional Neural Network

Convolutional 

Neural Network

99.9% likelihood 
MALE

99.6% likelihood 
FEMALE

Input Layer

Multi-scale oriented 
feature extraction:

Gabor filters, NAKA-
Rushton contrast

Hidden Layer

Feature Detection: 
Adaptive masks based 
on shunting inhibitory 

neurons

Output Layer

Output classification: 
Trained weighted 

summation

• Implementing the algorithm is reasonably complicated:



Barriers to HW Implementation

• Algorithm implemented in MATLAB
• Using built-in functions like imfilter

• Large processing and memory requirements
• Optimised for correctness, not speed

• Significant use of floating point arithmetic
• Very costly for hardware systems

• Heavily sequential logic
• Later layers dependent on previous layers



HW-SW Co-design

• Leverage parallelism using hardware
• Maintain flexibility and efficiency of software

• Accelerate algorithm on the FPGA fabric
• Execute software on the HPS (ARM Cortex A9)

• Rewrite algorithm in C + VHDL



Identifying Bottlenecks

Function Time per call (ms) # of calls Total Time (s) Time 

(%)

Circular Gabor and 

Gabor Filters

2.4 2728 6.56 73.87

Adaptive Mask Filter 0.33 4960 1.66 18.69

2x2 Local Averaging 0.04 7440 0.29 3.27

NAKA -Rushton 

Equation

0.06 2480 0.14 1.58

Normalisation 0.05 2480 0.12 1.35

Activation Function 0.01 4960 0.06 0.68

Activation Weighting 0.01 4960 0.04 0.45

• Gabor filters require 44 passes per image
• Computationally expensive multiplication

Table 1.Execution profiling of the algorithm on the ARM Processor, 
executed over 62 iterations/images



Hardware Acceleration

• Use combinational multiplier blocks
• Send filter weights (coefficients)
• Then send 5x5 pixel windows from image
• Multiply pixel values by coefficients in parallel
• Θ(50N) time-complexity reduced to Θ(N)



Hardware Acceleration

• Model the component in VHDL
• Simulate using Modelsim
• Verify functional correctness
• Incorporate into ARM+FPGA system



Hardware Acceleration

• FPGA should not handle double precision floats
• Quantise into integers

• Balance precision and cost

• Introduces communication overheads
• Data packing to reduce number of transactions
• Shifting window to avoid duplicate transactions



Target Device

• Terasic DE1-SoC Board



Results

Implementation Total Execution Time (s) Execution Time per Image (ms)

Desktop PC ïMATLAB 8.50 137.10

Desktop PC ïC 0.58 9.35

ARM Processor (HPS) Only 

(single core) 
8.88 143.23

Unoptimised HPS-FPGA 

Implementation
27.03 435.97

Shifting Window HPS-FPGA 

Implementation
6.08 98.06

Dual-core Shifting Window 

HPS-FPGA Implementation
2.99 48.23

Table 2.Execution times for all 62 test images, and per image

• Dual-core ARM Cortex-A9 at 400MHz
• FPGA fabric (Altera) at 100MHz
• Same test set as [1], gcc set at –O0

• 3x speed improvement



Results

Implementation Filter Total Time (s) Filter Execution Time (%)

Desktop PC ïC 0.38 65.52

ARM Processor (HPS) Only 

(single core) 
6.56 73.87

Unoptimised HPS-FPGA 

Implementation
24.68 91.31

Shifting Window HPS-FPGA 

Implementation
3.77 62.01

Dual-core Shifting Window 

HPS-FPGA Implementation
1.97 65.89

Table 3.Execution times for the Gabor Filters in Stage 1 of the algorithm

• Speed-up largely attributable to Gabor filters

• Filter results provided in one logical clock cycle
• Communication bottleneck significant
• Data packing and shifting window allow for a 

significant reduction in communication time



• >0 = male, <0 = female

• Loss in precision from quantisation is acceptable

Results



Future Work

• Improve transmission rate between HPS-FPGA
• Access shared memory [12]

• Apply to large-scale facial recognition
• Retrain algorithm to include non-frontal faces

• Increase parallelism using more HPS cores
• Potential to map entire CNN to the FPGA fabric

• May not be cost effective (time and HW cost)
• Performance gain must > transmission cost



Conclusions

• Embedded implementation of gender 
recognition CNN

• For a targeted marketing application

• Using a HW-SW Co-design methodology
• Improve speed performance by 3x
• Maintaining acceptable level of accuracy
• 20 faces processed per second

• HW/SW Co-design can be leveraged for other 
artificial neural network implementations
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Issues with Computer Vision

• Computer vision research has focused on correctness
• Optical Character Recognition

• Image Stitching (e.g. panoramic images)

• Face recognition (in controlled conditions)

• But these algorithms are often developed:
• In slow scripting languages like MATLAB

• On desktop computers with large processing resources

• Without real-time constraints
• Shu et al [14] detect people in crowded scenes at 65-90% accuracy

• It only takes 18 seconds per image/frame

• With a 3GHz CPU in a desktop computer [in 2013]

• Better to be correct and slow than fast but wrong…

• But embedded systems need to be correct and fast! 21



HW/SW Co-design

• Image processing often has inherent parallelism
• Operate on different parts of the image (e.g. filter operation)

• Parts of an image pyramid [19] or historical samples [11]

• Some operations still need to be sequential

• Dependencies on previous steps in an algorithm

• Limited range of parallel instructions is suited for hardware

• Broad range of sequential instructions is suited for software

• Execution Speed vs. Execution Flexibility

• Hardware/Software Co-design brings best of both worlds

FPGA 
(Field Programmable 

Gate Array)

GPPe.g. ARM

(General Purpose 

Processor)
22


